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Simulation models are increasingly being used to inform epidemiologic studies and health policy, yet there is
great variation in their transparency and reproducibility. In this review, we provide an overview of applications of
simulation models in health policy and epidemiology, analyze the use of best reporting practices, and assess the
reproducibility of the models using predefined, categorical criteria. We identified and analyzed 1,613 applicable
articles and found exponential growth in the number of studies over the past half century, with the highest growth
in dynamic modeling approaches. The largest subset of studies focused on disease policy models (70%), within
which pathological conditions, viral diseases, neoplasms, and cardiovascular diseases account for one-third of
the articles. Model details were not reported in almost half of the studies. We also provide in-depth analysis of
modeling best practices, reporting quality and reproducibility of models for a subset of 100 articles (50 highly cited
and 50 randomly selected from the remaining articles). Only 7 of 26 in-depth evaluation criteria were satisfied by
more than 80% of samples. We identify areas for increased application of simulation modeling and opportunities
to enhance the rigor and documentation in the conduct and reporting of simulation modeling in epidemiology and
health policy.

health policy; reproducibility; simulation modeling

Abbreviation: MeSH, Medical Subject Headings.

INTRODUCTION

Increasingly complex health systems have necessitated
and advancements in computational tools have enabled the
application of simulation models to inform epidemiology
and health policy. Simulation models help analyze and inter-
pret the complexity of a health issue, enabling the design,
evaluation, and improvement of policies while minimizing
unintended consequences (1, 2).

Simulation applications span a wide range of disciplines,
such as health care reform (3), health care delivery (4, 5),
cancer research (6, 7), chronic disease (8, 9), mental health
(10, 11), and infectious diseases (12–17), among others.
These models are often complex, follow different methods
and formalizations, and are integrated into major decisions
with potential for significant impact. Therefore, we need a
more systematic look at which application areas are covered
and how the methodological rigor and replicability of studies

have evolved. However, although other studies have assessed
transparency and reproducibility of simulation models of a
single disease or a subset of modeling techniques (18–23),
a broader systematic view that allows for comparison over
application areas, methods, or time across health policy and
epidemiology is lacking (24).

In this review, we address this gap through 3 interre-
lated aims. First, we provide a broad comparative view of
the state of simulation-modeling research across various
health domains and modeling approaches to provide context,
inform current trends, and identify potential gaps. Second,
we provide a systematic assessment of the modeling prac-
tices in existing research, focusing on rigor and quality in
reporting of design, implementation, validation, and dis-
semination, which influence the credibility and impact of
simulation-modeling research. Third, we assess the repro-
ducibility of existing simulation-modeling research. Repro-
ducibility is the cornerstone of scientific research, and the
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case for enhancing reproducibility has been made repeatedly
and has given rise to various guidelines and methodolo-
gies for authors to produce reproducible simulation models
(25–30). Reproducibility is key to building a cumulative
science, revising problems in light of new data, and building
confidence in the reliability of existing findings (31–33).
Documenting the state of the field informs interpretation
of present simulation-modeling approaches in health pol-
icy, particularly those that address health crises such as
the COVID-19 pandemic (18, 22). Our work enables the
measurement of progress in modeling reproducibility.

We pursued the first and second objectives by conduct-
ing a broad systematic review of 50 years of simulation-
modeling research in health policy and epidemiology across
modeling methodologies and research domains. The third
objective was accomplished by sampling a subset of that
body of literature for in-depth transparency evaluation. We
do not summarize relevant substantive findings. Instead,
our focus is on the trends in application areas, methods,
modeling practices, and documentation and reproducibility.

METHODS

Search strategy and selection criteria

PubMed was the primary search database we searched for
the terms “simulation,” “simulate,” “simulated,” “simulat-
ing,” “policy,” and “policies” in the title and abstract. Our
definition of “simulation” was not limited to any discipline,
and we included research from a wide range of fields. We
complemented the results by searching 71 journals catego-
rized in Health Policy and Services within Web of Science
for articles containing the word “simulation” in the title or
abstract. We limited the search in both databases to English-
language, peer-reviewed articles. Our search included any
articles indexed in these databases before March 2016 (the
beginning of this project). We reviewed the abstracts of the
resulting sample to identify articles about studies in which
simulation was the main method of research to address an
epidemiological or health policy research question. The full
text was inspected in cases where the abstract did not estab-
lish the inclusion criteria. Articles in which simulation mod-
eling and/or policy was mentioned but simulation modeling
was not used as the main research method were excluded, as
were reviews and meta-analyses. Figure 1 summarizes the
search and the inclusion and exclusion process.

Data extraction for full sample

We extracted the title, abstract, publication year, journal,
and author information directly from PubMed and Web of
Science. To extract model type and more detailed report-
ing characteristics, we obtained and examined the full text
of each article. To access the associated Medical Subject
Headings (MeSH) terms from the articles selected for anal-
ysis, we developed a web-scraping script in Python that we
used on PubMed in July 2018. We used a Python package
(scholar.py) to scrape citation data for each article, including
number of citations and journal impact factor, from Google
Scholar in October 2018.

Chronological, clustering, and trend analysis

We identified the categorizations of each MeSH term
using the National Institute of Health’s MeSH Browser and
determined the distribution of the full sample of articles
across second-level categorizations (e.g., within Diseases
[C], Neoplasms [C04]). Where we report the MeSH-term
frequencies, we exclude the following categories because
they were very general (and thus frequent) but not infor-
mative about policy areas of interest (we kept the articles
containing them; each article may contain multiple second-
level categorizations): Eukaryota; Amino Acids; Peptides
and Proteins; and Hormones, Hormone Substitutes, and
Hormone Antagonists.

Using the same MeSH-term frequency data, we present
the distribution of all second-level MeSH terms across the
articles. We use 4 first-level MeSH terms, color-coded
in Figure 2, to represent high-level categories of topics:
Anatomy, Chemicals and Drugs, Diseases, and Organisms.

Finally, adopting from Adams and Gurney (34), we aggre-
gated collaboration and location data for authors of each of
the papers to determine a multilateral collaboration score
and related this metric with the results of modeling rigor and
reporting evaluation. See the Web Appendix (available at
https://doi.org/10.1093/aje/mxab006) for more information.

Categorization based on modeling approach

The review of titles and abstracts across all articles began
with an evaluation of 4 high-level properties (35) of models
and their reporting: 1) static or dynamic (time dependency),
2) stochastic or deterministic, 3) event driven or continuous,
and 4) model documentation (i.e., whether model equations
are included in the article or its appendix, referenced in
another paper, or not available (actual replication was not
attempted)). The first 3 categorizations were used in lieu of
reporting the simulation-modeling approach (e.g., Markov
decision modeling, microsimulation, compartmental mod-
eling, system dynamics, agent based approaches), because
there is significant overlap among these categories and no
uniform categorization exists. Categorical properties (35)
were selected because they are mutually exclusive, informa-
tive (see Web Table 1 for definitions of categorical criteria),
and represent specific modeling approaches. They also are
useful for identifying the type of real-world mechanisms and
focus areas (e.g., feedback mechanisms, stochasticity) tack-
led in different studies. For example, static and deterministic
models may focus mostly on analytical derivations, whereas
policy analyses may require feedback-rich models.

Evaluation of modeling rigor and reporting

After the broad overview and categorization of the full
sample of articles, we selected 100 articles on which we
performed an in-depth evaluation; we compared articles that
received much attention (i.e., were highly cited) with typical
articles (i.e., not highly cited) to determine if any mea-
sures of quality and transparency correlated with attention.
Thus, we identified 50 highly cited articles and 50 articles
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PubMed Search of 
Journal Articles on 

Simulation or Policy 
(n = 3,259) 

Web of Science 
Searched for Articles on 
Simulation in 71 Health 

and Policy Services 
Journals (n = 1,833) 

Total No. of Articles Found 
(n = 5,092) 

Duplicates Excluded (n = 300) 

Papers for Initial Review of 
the Title and Abstract 

(n = 4,792) 

Excluded (n = 2,907) 
Additional duplicates 
Nonresearch articles  
No simulation modeling 
No simulation modeling as core 

method  
No policy analysis 

Relevant Papers for 
Further Review of Full Text 

(n = 1,885) 

Excluded (n = 272) 
No simulation modeling 
No simulation modeling as core 
method  
No policy analysis 

Studies That Fulfilled All of 
the Inclusion Criteria 

(n = 1,613) 

Figure 1. Study selection f lowchart. Shown is the selection process for articles included in the review. Note that some articles met more than
1 criterion for exclusion.

randomly selected from all those not in the highly cited
group. In identifying the 50 highly cited articles, we con-
trolled for the recency of the articles, using a year fixed
effect in a regression to predict expected citation; we then
classified highly cited articles as those with the largest
fractional deviation from expected. The 50 highly cited and
50 randomly selected articles are listed in Web Table 2 and
Web Table 3, respectively.

Building upon best modeling practice guidelines recom-
mended by the Professional Society for Health Economics
and Outcomes Research (36, 37), the Agency for Healthcare
Research and Quality (38), and other studies in the literature
(24, 39, 40), we assembled a set of 26 concrete criteria for
evaluating the quality and rigor of simulation-based mod-
els, as reported in the identified articles. These guidelines
include criteria that we did not use in the present review
(e.g., items targeted to assess economic evaluation stud-

ies). These previously validated, individual criteria spanned
transparency in reporting of the model’s context, conceptual-
ization, and formalization, along with analysis of the results
and any external influences. To minimize potential bias, we
considered each criterion to have equal weight. In assessing
replication, we only determined whether a study replication
could be attempted, not whether the final replication results
would match those of the original (see the criteria and their
definitions in Web Table 4 and additional detail on criteria
assessment in the Web Appendix).

Two researchers, with the help of the first author, used an
initial pilot test to evaluate assessment criteria and calibrate
consistent answers over an initial sample of 10 articles. The
uncalibrated agreement rate on this initial sample across 2
coders was 75%. Once consistency in evaluating criteria was
established, the 2 researchers completed the coding and had
a 90% agreement level. The remaining 10% of split coded
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Figure 2. Medical Subject Heading–term categorization. Diseases (green), Chemicals and Drugs (orange), Organisms (yellow), and Anatomy
(blue). For the boxes labeled with numbers, the key is as follows: 1. Hemic and Lymphatic Diseases; 2. Occupational Diseases; 3. Otorhino-
laryngologic Diseases; 4. Stomatognathic Diseases; 5. Nucleic Acids, Nucleotides, and Nucleosides; 6. Inorganic Chemicals; 7. Biomedical
and Dental Materials; 8. Macromolecular Substances; 9. Bacteria; 10. Organism Forms; 11. Body Regions; 12. Cells; 13. Fluids and Secretions;
14. Hemic and Immune Systems; 15. Musculoskeletal System; 16. Urogenital System; 17. Embryonic Structures; 18. Cardiovascular System;
19. Plant Structures; 20. Tissues; 21. Sense Organs; 22. Digestive System; 23. Respiratory System; 24. Nervous System; 25. Animal Structures;
26. Stomatognathic System; and 27. Integumentary System.

items were discussed and resolved; reported findings are
based on the resulting consensus.

Statistical analysis

For the subset of 100 sampled articles with additional
information, logistic regression was performed to evaluate
the relationship among article publication information (i.e.,
journal impact factor; collaboration; number of pages; time
since publication; and location in United States or not), cat-
egorical modeling type designation (i.e., dynamic or static;
continuous or event driven; stochastic or deterministic), and
overall final evaluation score to identify potential correlates
of reproducibility and formal quality measures. To compare
the fulfillment of criteria by a sample of top-cited articles
and a sample of randomly selected articles, a 2-sample test
of proportions was performed.

RESULTS

Study identification and selection

We identified 5,092 articles from an initial search in the
PubMed and Web of Science databases, of which 300 were

duplicates found in both databases. We then reviewed the
abstracts and titles of the resulting 4,792 articles. Of these,
1,855 articles met the initial criteria for full-text review. We
excluded 272 articles after a the full-text inspection, which
left 1,613 studies that contained simulation modeling as a
core method, in addition to a policy analysis. This was the
full sample for the study. Figure 1 presents a summary of
study selection.

Chronological, clustering, and trend analysis

Figure 2 presents the breakdown of research areas. The
research areas across articles were categorized as follows:
Diseases (37.2%), followed by Chemicals and Drugs (34.0%),
Organisms (27.5%), and Anatomy (1.2%). Each category
was broken down into the most common subcategories. In
Diseases, the most commonly occurring subcategories were
Pathological Conditions, Signs and Symptoms, and Virus
Diseases; in Chemicals and Drugs, Organic Chemicals was
the most common; in Organisms, Viruses constituted the
vast majority of terms; in Anatomy, Body Regions (n = 11
articles) and Cells (n = 9 articles) were most common. See
Web Figure 1 for the number of articles in the top 20 research
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Figure 3. Model equation reporting trend over time. Articles were divided into 5-year publishing-date increments and then assessed by whether
they contained model equations or citations of model equations. Gray represents the percentage of articles in which model equations were not
reported; blue represents the percentage of articles in which model equations were reported; and green represents the percentage of articles in
which reference was made to model equations published elsewhere. Dashed line represents the number of articles in which model equations
were not reported; solid line represents the number of articles in which model equations were reported; and dotted line represents articles in
which reference was made to model equations published elsewhere.

areas. It should be noted that 5% (n = 77 of 1,613) of the
articles evaluated did not contain MeSH terms and were
not included in Figure 2. In this sample, the average article
had 12.4 (standard deviation, 4.8) second-level MeSH-term
subcategories; thus, some articles may appear under multiple
subheadings in the graph.

Categorization based on modeling approach

Figure 3 presents the trend in reporting of models from
1967 to 2016. Until 2007, the proportion of articles in which
model equations were not reported at all was greater than
the ones in which authors did report them. Between 2007
and 2016, model equations were reported in more studies
than those that did not report model equations. The overall
percentage of studies in which an earlier study was cited with
its model equations (9%) increased from 1967 to 2016, with
the largest increase occurring between 2007 and 2011.

Model reporting patterns varied across deterministic and
stochastic, static and dynamic, and event-driven and contin-
uous permutations (see Web Figure 2). Of articles in which
static and deterministic models were reported (n = 135),
model equations were not reported in 79%, whereas model
equations were reported on within the text of the article or
appendix in 15%; and in 6%, another article was cited in
which the model equations were referenced. Models that
were both static and stochastic were reported on in 193 stud-
ies; the authors of 44% of these did not report their model

equations, whereas model equations were given within the
text of the article or appendix in 52%, and 4% cited another
article in which the model equations were referenced.

More specifically, authors did not report their model
equations in 68% of articles containing models that were
dynamic, deterministic, and continuous (n = 207), whereas
in 24% of these articles, model equations were presented in
the text of the article of appendix, and in 8%, another article
was cited in which the model equations were referenced. In
53% of articles on studies that used dynamic, deterministic,
and event-driven models (n = 159), authors did not report
their model equations; equations were reported within
the text of the article or appendix of 38%, and in 8%,
another article was cited in which the model equations were
referenced. In addition, in 36% of articles in which models
were used that were dynamic, stochastic, and continuous
(n = 409), authors did not report their model equations; in
54%, equations were reported within the text of the article
or appendix, and in 9% of these articles, another article
was cited in which the model equations were referenced.
In 31% of articles of studies in which dynamic, stochastic,
and event-driven models were used (n = 451), authors did
not report their model equations, whereas in 57% of these
articles, equations were reported within the text of the article
or appendix, and in 12%, another article was cited in which
the model equations were referenced. Overall, dynamic,
stochastic, and event-driven models had the highest rate
of reporting model equations (see Web Figure 2 for details).
Moreover, in approximately half of the articles, authors used
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Figure 4. Percentage of articles satisfying 26 in-depth evaluation criteria in 4 areas. Each criterion was assessed for the 50 most-cited articles
(light blue) and 50 articles randomly selected from the remaining articles (dark blue). The percentage of articles from each group meeting
the criteria is presented. Five criteria (Quality of Calibration Fit; Generalizability Discussion; High-level Model Visualization; Discussion About
Strategies or Policies; and Model Calibration) were significantly different between randomly selected and most-cited articles (P < 0.1).A, analysis;
D, development; T, testing.

event-driven simulations and continuous formalizations were
used in the other half (see Web Figures 3 and 4 for break-
down over time of different model types).

Detailed evaluation of modeling rigor and reporting

Figure 4 presents our findings on whether the 100 sam-
pled articles satisfied the 26 evaluation criteria. Of the 26
criteria, 3 were potentially better addressed in the random
selection of articles than in the highly cited ones: general-
izability discussion (z = 1.69; P = 0.09), high-level model
visualization (z = 1.80; P = 0.07), and discussion about
strategies or policies (z = 3.28; P < 0.001). Two criteria
were potentially better addressed in the most-cited articles:
quality of calibration fit (z = −1.78; P = 0.08) and model
calibration (z = −2.52; P = 0.01) (Figure 4).

Modeling code availability and reproducibility discussion
were the lowest in both groups (i.e., highly cited articles
and randomly selected, not highly selected articles), with
only approximately 2% of the articles from either group
satisfying these criteria. Conversely, limitations discussion,
assumptions, scope, objective, problem definition, parame-
ter values and data sources, and the reporting of quantitative
results were satisfied by the majority (>80%) of selected
studies in both categories.

Overall, assessing average performance within the 3 cate-
gories of criteria revealed no significant differences between
highly cited and random articles; on average, development
criteria were fulfilled in 62% (95% confidence interval (CI):
52%, 72%) of randomly selected articles and 58% (95%
CI: 47%, 69%) of highly cited articles. Testing criteria
were fulfilled in 42% (95% CI: 33%, 51%) of randomly
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selected articles and 48% (95% CI: 37%, 59%) of highly
cited articles. Analysis criteria were fulfilled in 66% (95%
CI: 58%, 74%) of randomly selected articles and 60% (95%
CI: 52%, 68%) of highly cited articles.

We found no strong predictor of aggregate quality mea-
sures. A linear regression was performed to analyze the
overall evaluation score (maximum score = 26 points) of the
100 sampled articles on the basis of whether the model used
in the reported study was static or dynamic, event driven or
continuous, stochastic or deterministic; the journal impact
factor; the number of citations; multilateral collaboration
score; number of pages; time since publication; and the
location of the authors’ affiliation (United States or not). The
independent variables had no significant impact on the score;
each 95% CI included zero. See Web Table 5 for the details
of the regression analysis.

DISCUSSION

We conducted a broad review of published journal arti-
cles about studies in which authors used simulation mod-
eling in epidemiology and health policy to identify trends,
document application domains, and assess modeling rigor
and reproducibility. Between 1967 and 2016, this line of
research has become more common, and the types of models
have shifted to better represent the complexity of real-world
health issues, particularly within a dynamic and stochastic
framework.

In our sample of simulation-modeling articles, the greatest
proportion were on disease-focused studies. Areas such as
pathological conditions and viral diseases receive a great
deal of modeling attention and deservedly so; several infec-
tious diseases, such as malaria, human immunodeficiency
virus, and salmonellosis, spread within complex and varying
systems, requiring insights to be uncovered through careful
modeling studies rather than reactive policy-making, which
may expend unnecessary resources. Simulation modeling is
well suited to aid understanding of complex issues where
resources are limited. Although it is difficult to assess the
unmet potential in different application areas, on the basis
of our analysis, we speculated about 3 areas with notable
room for growth in simulation modeling: parasitic diseases
(41, 42), chemically induced disorders (including opioid use
disorder) (43–45), and congenital and hereditary diseases.
These ailments all affect the population in increasingly
complex ways (46, 47) but are not as prominent in current
applications, potentially limiting the capability of policy
makers to test the impact of interventions.

Although the best models are informative and transparent,
opaque modeling studies can conceal underlying assump-
tions and errors. Simulation studies aid decision- and policy-
making, but there must be a high level of trust in the methods
and execution for their full potential to be realized. We
found that in nearly half of the studies included in this
review, authors did not report their model equations. This
is consistent with findings of a recent study in which only
7.3% of simulation-modeling researchers responded when
asked to post their codes to a research registry clearinghouse;
ultimately, only 1.6% agreed to post these details (48).

We encourage researchers to open their work to others; do
so provides many opportunities to learn from others and
enhances the work.

We also found that dynamic models tend to be better
reported than static models, and the same is true for stochas-
tic and event-driven versus deterministic and continuous
models. Our broad review of the literature shows that,
beginning in 2002, researchers have moved toward creating
dynamic and stochastic models to match increasingly
complex problems. During this period, improvements were
made in reporting model equations. We hope this trend will
continue to accelerate as simulation models become more
frequently relied upon in health policy decisions.

Our analysis also highlights much room for improvement
in terms of reproducibility and in rigor and quality in report-
ing of studies in all 3 reporting categories (i.e., development,
testing, and analysis). An in-depth review of a subset of the
sample revealed that models used in the studies reported
in the most-cited articles performed no better than those
reported in randomly selected articles when assessed against
a host of modeling-process evaluation criteria. In addition,
factors such as collaboration, number of pages, number of
citations, and journal reputation had no significant impact
on reproducibility or quality measures.

Overall, connecting a model’s structural qualities to the
purported insights is at the heart of developing the readers’
intuition and thus having a lasting impact; on the basis
of our review, much more can be done on that front (37,
49, 50). Although some of these suggestions may require
some additional work for modelers, they are key to building
confidence in models, gaining and maintaining the trust
of decision makers, and the cumulative improvement of
modeling research in general (51). We present these gaps
in model reporting and rigor in the hope that by identifying
common issues future publications will help improve model
development and analysis and enhance reproducibility.

An important limitation of this study is our search strategy
that focused on articles using the term “simulation” (and its
variants) in the title or abstract. We expect a sizeable number
of articles exist that use simulation but do not use the term
or its variants in the title and abstract, instead referring to
various modeling approaches. Expanding the search strategy
to include mathematical, computational, economic, or other
modeling approaches (indeed, there are at least 400 terms
for these approaches (52)) would have enlarged the initial
sample to tens of thousands of records, which would have
been infeasible to review and analyze in depth. Considering
this, we chose to review the large subset of the relevant
literature that is explicit about using a simulation model,
while acknowledging the undercount inherent in exclud-
ing nonexplicit simulation-modeling approaches. We cannot
rule out that this balancing act might have somehow biased
our results. Future research may include evaluating studies
against various field-specific definitions of simulation mod-
eling to increase the coverage of the sample and comparing
those results with our findings to assess whether differences
exist between simulation studies that name the use of a
simulation method and those that do not.

This review may also be limited by our selection of only
peer-reviewed studies published in English and indexed in
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PubMed and Web of Science by March 2016. We used
PubMed’s MeSH-term categorization to identify the focus of
each article; however, we were limited by potential overlap
and errors in these categories. Our sampling frame stops in
2016; yet, given the rapid growth of the field, updates every
few years to track new trends should add value. In addition,
models of health policy may be developed privately, dis-
cussed in institutional reports, or remain unpublished. Thus,
only including journal articles may omit some of the relevant
results in simulation modeling.

For an in-depth analysis of the 100 articles, we devised
a scoring system whereby we assigned 1 point to each
binary criterion met, following other examples of binary
assessment (36–38). This assignment only enumerates the
existence of a set of criteria and does not offer a more
nuanced understanding of quality. We also did not include
differential weights for these criteria when assessing the
overall quality. We acknowledge that those criteria vary in
their importance to overall quality and impact of research;
yet, in the absence of an objective method for aggregating
them, we preferred to avoid imposing our own subjective
weights on various criteria, instead providing the raw evalu-
ation data for replication and extensions.

Additional reviews can be done to focus on ways to
systematically analyze and improve the reproducibility of
simulation modeling. For example, review authors could
investigate reproducibility across application domains and
levels of analysis (e.g., cell, individual, or society) to inform
concrete suggestions for specific communities of research.
Moreover, simulation models may play a major role in
designing health policy in real time (e.g., as they have in
response to COVID-19), and evaluating these models in
near-real time is essential when conditions rapidly change;
brief, yet timely, reviews over a narrow subject area can
enhance policy makers’ trust in modeling results (18).
Researchers also can compare our results on the repro-
ducibility of simulation models in epidemiology and health
policy with other application domains of simulation model-
ing. Tracking the same metrics over time provides another
measure of progress. Researchers may also explore alter-
native weights for criteria depending on their importance
for reproducibility and contribution to overall study quality.
Finally, using our data set, machine-learning methods may
be trained to identify reproducibility and quality metrics
more efficiently and apply those criteria to larger bodies of
research.

In summary, our analysis highlights the changes in
simulation-modeling studies’ topics, methods, and quality
over the past 50 years and suggests several areas for improve-
ment. Regardless of the quality of the underlying model,
lack of reproducibility is a major challenge that erodes
confidence in the policies and decisions the studies using
these models inform and their broader impact, and thus
lack of reproducibility deserves more attention in simulation
research. We hope this review facilitates conversations about
research gaps that can benefit from simulation modeling and
motivates modelers to collaborate in addressing those gaps
and increasing the diversity of research areas while enhanc-
ing the rigor and reproducibility of simulation research
in health policy.
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