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Abstract

The recent advent of artificial intelligence (AI) language tools like ChatGPT has opened up new oppor-
tunities in qualitative research. We revisited a previous project on obesity prevention interventions,
where we developed a causal loop diagram through in-depth interview data analysis. Utilizing Cha-
tGPT in our replication process, we compared its results against our original approach. We discuss
that ChatGPT contributes to improved efficiency and unbiased data processing; however, it also
reveals limitations in context understanding. Our findings suggest that AI language tools currently
have great potential to serve as an augmentative tool rather than a replacement for the intricate analyti-
cal tasks performed by humans. With ongoing advancements, AI technologies may soon offer more
substantial support in enhancing qualitative research capabilities, an area that deserves more
investigation.
Copyright © 2024 The Authors. System Dynamics Review published by John Wiley & Sons Ltd on
behalf of System Dynamics Society.
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Introduction

Qualitative analysis is a crucial methodology for interpreting text data to extract
meaningful patterns and insights from non-numeric data, often to emphasize
understanding human behavior, experiences, and perceptions. The analysis of
interview transcripts, a common form of qualitative data, involves a careful pro-
cess of coding, aiming to distill complex, often nuanced narratives into compre-
hensible themes and categories (Burnard, 1991; Castleberry & Nolen, 2018;
Leech & Onwuegbuzie, 2007). These methods have evolved with technological
advancements, encompassing software tools—for example, ATLAS.ti, NVivo, and
MAXQDA, which assist researchers in managing and interpreting textual data
(Rädiker & Kuckartz, 2020; Woods et al., 2016). The recent integration of AI lan-
guage models in qualitative research opens new possibilities, enhancing data
analysis efficiency and depth while potentially reducing human error and bias
(De Paoli, 2023; Lee, 2024; Tai et al., 2024).

Artificial intelligence (AI) language tools, such as ChatGPT and Google Bard,
among other recent platforms, have become increasingly relevant in qualitative
research. Platforms like ChatGPT are generative transformer models, part of the
larger family of large language models, that utilize deep learning techniques and
are adept at processing, understanding, and generating human language. Their
capabilities extend from simple text generation to complex tasks such as
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sentiment analysis, thematic categorization, and contextual understanding (Xiao
et al., 2023), all of which are integral to qualitative research. Researchers have
begun to explore the use of AI in various stages of qualitative analysis, from ini-
tial data coding to the extraction of nuanced insights. Studies highlight the poten-
tial of these tools not only to automate time-consuming tasks but also to bring a
new level of depth to the analysis (Zhang et al., 2023), thanks to their ability to
process large datasets with consistency and lower cognitive biases that might
affect researchers.
However, AI language tools are also prone to various biases because they are

heavily trained on human-generated data, and there have been ample examples
of such cases (Ashwin et al., 2023; Ray, 2023). Recent advancements in AI
models have mitigated such biases, fostering optimism for their application in
research (Hagendorff et al., 2023). Given that AI language models surpass
human limitations in both data processing and recall, they emerge as powerful
allies in the qualitative analysis process. For example, researchers have used
ChatGPT as an assistant for idea generation and data identification in finance
research (Dowling & Lucey, 2023). As another example, ChatGPT has been used
as a virtual colleague for developing postgraduate courses (Meron &
Araci, 2023).
In specific research areas, the depth of qualitative text analysis extends beyond

theme and pattern identification. For instance, in system dynamics, researchers
engage in rigorous coding of textual data to discern model variables, causal links,
and feedback loops (Kim & Andersen, 2012; Newberry & Carhart, 2023; Tomoaia-
Cotisel et al., 2022). We revisited one of our prior studies, where interview data
were analyzed to develop a causal loop diagram (CLD) (Jalali et al., 2019). We
aim to reassess that analysis, now employing ChatGPT, to draw comparisons and
gauge its effectiveness.

Replication analysis

The original study (Jalali et al., 2019) presented a CLD, as illustrated in Figure 1.
The study reported the results of a detailed analysis of over 40 semi-structured
interviews and focused on understanding the dynamics of adoption, implementa-
tion, and maintenance of obesity prevention interventions in various organiza-
tions, such as hospitals, daycares, and carry-out restaurants. It presented how
small changes in intervention implementation can significantly affect the long-
term success of the interventions. The research particularly emphasized the role
of stakeholder communication and motivation in intervention sustainability,
highlighting the impact of intervention design quality and resource allocation on
the effectiveness of these public health interventions (Jalali et al., 2014,
2017, 2019).
The process of the original study included coding interview transcripts to iden-

tify potential variables, links, and feedback loops. Here, we apply the same
method, while adapting it to incorporate ChatGPT (particularly, version GPT-4).
We used the interview transcripts from the original study and asked ChatGPT the
following prompt:
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I want to create a causal loop diagram (CLD) from the text I provide. The text is the
transcript of multiple interviews. In the first step, I just want to identify the key vari-
ables that can be used in the CLD. Could you please go through these interview data
and extract the key variables of interest? Read the text thoroughly.

Next, we asked ChatGPT to identify the causal links between variables and pro-
pose as many feedback loops as possible using the following prompt:

This is good. Thank you. Now, in the next step, I want to identify the causal links
between variables. Note that you can consider all the variables you identified above,
and it is okay if the relationship between the two variables comes from different parts
of the interviews. Also, note that you can always go back and read the interview data
and find more variables if you think something is missing or you need more context
and variables to establish causal relationships. Then, please identify and list the
causal links between variables. After identifying the causal links, identify and list as
many feedback loops as possible.

We repeated these prompts for all the interview data within the same chat ses-
sion. Keeping the interview text analysis in the same sessions allows ChatGPT to
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Fig. 1. Causal loop
diagram representing the
dynamics of obesity
prevention
implementation, adapted
from Jalali et al. (2019).
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have a better understanding of the shared contextual information (Ashwin
et al., 2023). We repeated the whole process three times (in three separate chat ses-
sions) and rotated the order of the interview documents that ChatGPT received.
Overall, ChatGPT identified 31 feedback loops, many of which overlap because

of our multiple attempts in separate chat sessions as well as similar information
from different interviews. To make the results from ChatGPT comparable with
the CLD from the original study, we focused on content around Motivation of
stakeholders. For example, mechanisms similar to feedback loop R1 in Figure 1
were identified by ChatGPT:

“As the hospital administration increases support for the wellness program, the effec-
tiveness of the program improves, which could lead to further support from the
administration.”

However, ChatGPT identified feedback loops that were not reported in the orig-
inal study. Table 1 presents such feedback loops. For a visual representation, we
drew loops based on ChatGPT’s outcomes.
Table 1 includes examples of balancing and reinforcing feedback loops. One of

the main differences between the loops identified by ChatGPT and the original
study is stakeholder heterogeneity. Since the original study’s focus is on high-
level and aggregate concepts, its CLD considers only the managerial perspectives
and their corresponding factors around motivation, such as costs to the owner.
However, the additional loops identified by ChatGPT consider the employees and
staff. In these feedback loops, the ‘program participation’ by employees is one of
the variables that ChatGPT identifies but was not included in the original study.
This detailed consideration enriches the analysis, offering a more nuanced view
of the dynamics at play, beyond the managerial focus of the original model.
Although the original study’s model is versatile enough to potentially include
variables like program participation, ChatGPT’s explicit recognition of such fac-
tors presents a more detailed reflection of the data.
We also observed that ChatGPT does not capture all the nuances shown in

Figure 1. For example, ChatGPT does not identify the erosion of implemented com-
ponents and its related feedback loops affecting the maintenance of the intervention.
Additionally, ChatGPT analyzes the relationships between variables independent of
loop descriptions, and it does not trace the causal chains in the same direction. For
example, in the last loop of Table 1, while ChatGPT notes that an increase in time
constraints and workload would decrease program participation, it reverses the
direction of variable change by saying that improvements in employee health would
lead to higher overall energy and efficiency—in contrast, it should have been:
increase in time constraints and workload would lead to lower program participa-
tion, and lower program participation would lead to lower employee health.

Discussion

AI language tools introduce notable advancements in qualitative research. In our
analysis, ChatGPT’s ability to identify feedback loops not seen in the original
study highlights its capacity for direct interpretation of data. On the other hand,
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researchers’ findings are often shaped by their understanding, intuition, mental
models, and the influence of their literature of interest. In our replication exer-
cise, the feedback loops identified by the original authors, while aligned with
their research focus, may include subjective elements. The authors interpreted
the data from an organizational perspective for their CLD. However, ChatGPT’s
objective and straightforward analysis added a layer of purity to the research pro-
cess. This direct approach potentially reduces the risk of introducing biases that
may arise from the researchers’ own mental models during interpretation. This

Table 1. Identified
feedback loops based on
interview data by
ChatGPT.

Feedback loops identified by ChatGPT
Feedback loops drawn by authors
based on ChatGPT’s outputs

“Increased awareness and education about health benefits
lead to higher motivation and personal health goals, which in
turn encourage further participation and engagement in the
wellness program, leading to more awareness.”

R
+

+

+
Awareness and
education about
health benefits

Motivation and
personal health goals

Participation and
engagement in the
wellness program

+

+

+

“As employee health improves due to lifestyle changes and
program participation, there might be a decrease in the
perceived need for intense participation, balancing out the
engagement levels.”

+

+

–

+
Employee

health

Program
participation

Perceived need
for participation B Lifestyle

change

+

+

–

+

“Time constraints and workload impact program
participation negatively, but as health improves through
participation, there might be an increase in overall energy
and efficiency, potentially easing time constraints.”a

–

+

+

–
Time constraints

and workload

Employee
health

Program
participation

Overall energy
and efficiency

R

–

+

+

–

aNote the directional change in the elaboration of this feedback loop. We discuss this below.
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suggests a future approach where researchers may still apply their analytical per-
spectives but also include a more direct analysis of interview data as provided by
tools like ChatGPT. This dual approach could offer a more thorough and balanced
understanding of the data. It could also help improve transparency in qualitative
research and CLD reporting—an area that needs major enhancements (Jalali &
Beaulieu, 2023).
Despite the benefits gained through AI language tools, their application is not

without challenges. Unlike human researchers, these tools may lack the capacity
for nuanced understanding and integration of data with broader academic dis-
courses and theories. One can argue that AI language tools are also aware of such
broad knowledge; however, while they can access a broad spectrum of literature,
leveraging this knowledge effectively for nuanced analysis requires extensive
training, experimentation, and navigation through inherent ambiguities. This pro-
cess can be hampered by a lack of transparency, making it challenging to achieve
the level of contextual and theoretical integration often seen in human-led
research.
Ethical and data ownership concerns also arise, especially when sharing

human-based data (e.g., interview transcripts) with these privately owned plat-
forms. While there are compliance claims with legal frameworks such as the Gen-
eral Data Protection Regulation, there is no clear guideline on the use of
generative models for handling sensitive research data, which could include
identifiable personal information, personal stories, or proprietary data
(Wu et al., 2024). Some institutions and universities have recently initiated their
in-house AI language tools to address the privacy and ownership challenges.
Additionally, one should note that AI language tools are frequently updated;

thus, mentioning the specific version used is crucial. Each version may function
differently, affecting the study’s reproducibility. However, even a model like
GPT-4 has different sub-versions, which may include updates in training data,
fine-tunings, or variations tailored for specific tasks or performance improve-
ments. Such variations can cause different responses (Bender et al., 2021;
Holtzman et al., 2020). Importantly, the stochastic nature of these tools can result
in scenarios where the identical version of a tool, prompted in the same manner,
still fails to yield consistent output across replications. There have been attempts
to increase the replicability of outcomes (e.g., by controlling the model’s settings;
Davis et al., 2024), yet there is need for more research and investigation on
reproducibility.
Another challenge includes potential biases in AI models due to their training

data, which could affect analysis results. In our brief assessment, we limited Cha-
tGPT to analyzing only provided interview transcripts, but the influence of its
underlying training remains an area of ambiguity. Overall, the black box nature of
these AI tools raises concerns about the objectivity of outcomes and provokes
questions as to researchers’ reliance on such tools without proper knowledge of
their training and development phases. These tools are trained on a vast amount
of data, encompassing a wide variety of internet text. However, they may only
absorb hegemonic worldviews from their training data that may be biased, inac-
curate, or irrelevant to the research context (e.g., interviewees), leading to various
racial, gender, and socio-political framing biases (see, e.g., Holtzman et al., 2020;
Sap et al., 2020). Therefore, researchers should avoid being overly reliant on the
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outcomes of these tools. Such concerns are not limited to the applications of AI
language tools, as we have utilized in our analysis, and can be observed in other
areas where researchers apply an advanced AI algorithm without having a full
understanding of its limitations (e.g., see Obermeyer et al., 2019, for the case of
racial disparities in health outcomes as a result of using commercial prediction
algorithms). Exploring the examples of challenges and biases, as mentioned
above, is beyond the scope of this paper, but it has been explored and discussed
elsewhere (e.g., Ray, 2023). Further research is required to systematically explore
the limitations and challenges imposed by using AI language tools that raise con-
cerns about objectivity, especially in the context of qualitative research in system
dynamics.

Looking ahead, the potential developments in AI appear promising in
supporting qualitative research despite its challenges. Future innovations may
improve AI’s capability to understand the context more deeply, handle subtleties
in data with greater precision, minimize biases, and improve reproducibility. We
encourage researchers to test and compare the capabilities of current and future
versions of various AI language tools, while being cautious of their limitations.

Finally, as we recently discussed elsewhere (Akhavan & Jalali, 2023), it is
important to consider that AI is not to replace the critical analytical thinking
inherent to human researchers. Relying on the outcomes of these tools without
understanding their limitations and without cross-checking the results can pre-
sent risks to the quality of research. Instead, AI’s role would be that of an assis-
tant, augmenting human capabilities to enhance the efficiency, thoroughness, and
depth of qualitative research.
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